
Eurographics Symposium on Rendering 2017
P. Sander and M. Zwicker
(Guest Editors)

Volume 36 (2017), Number 4

Stochastic Light Culling for VPLs on GGX Microsurfaces

Yusuke Tokuyoshi1 and Takahiro Harada2

1Square Enix Co., Ltd.
2Advanced Micro Devices, Inc.

total rendering time: 14.26 ms

RMSE: 0.074

ground truth total rendering time: 12.13 ms

RMSE: 0.095

ground truth

Figure 1: Dynamic single-bounce diffuse-to-diffuse and glossy-to-diffuse indirect illumination using 65536 virtual point lights (VPLs) per-
formed on an NVIDIA R© GeForce R© GTX 970 GPU (1.47M triangle scene, 1920×1080 screen resolution). Glossy caustics created by GGX
microsurfaces are rendered efficiently with our method culling VPLs using random light ranges for GGX reflection.

Abstract
This paper introduces a real-time rendering method for single-bounce glossy caustics created by GGX microsurfaces. Our
method is based on stochastic light culling of virtual point lights (VPLs), which is an unbiased culling method that randomly
determines the range of influence of light for each VPL. While the original stochastic light culling method uses a bounding
sphere defined by that light range for coarse culling (e.g., tiled culling), we have further extended the method by calculating
a tighter bounding ellipsoid for glossy VPLs. Such bounding ellipsoids can be calculated analytically under the classic Phong
reflection model which cannot be applied to physically plausible materials used in modern computer graphics productions. In
order to use stochastic light culling for such modern materials, this paper derives a simple analytical solution to generate a
tighter bounding ellipsoid for VPLs on GGX microsurfaces. This paper also presents an efficient implementation for culling
bounding ellipsoids in the context of tiled culling. When stochastic light culling is combined with interleaved sampling for a
scene with tens of thousands of VPLs, this tiled culling is faster than conservative rasterization-based clustered shading which
is a state-of-the-art culling technique that supports bounding ellipsoids. Using these techniques, VPLs are culled efficiently for
completely dynamic single-bounce glossy caustics reflected from GGX microsurfaces.

CCS Concepts
•Computing methodologies → Rendering;

1. Introduction

While there are various real-time global illumination methods,
rendering completely dynamic caustics at real-time frame rates
is still a challenging problem. This paper proposes an unbiased
light culling method for glossy caustics lit by virtual point lights
(VPLs) [Kel97]. VPLs are often used in real-time applications in-
cluding video games [Lef12, Xu16] for dynamic single-bounce in-
direct illumination. To render many light sources such as VPLs,
light culling techniques (e.g., splatting [DS06], tiled culling [OA11,
Har12, Ste15] and clustered shading [OBA12, OP16, OC17]) have
been developed. However, these culling techniques produced no-
ticeable darkening bias because of the need to restrict the range
of influence of light. To avoid this limitation, an unbiased culling

method referred to as stochastic light culling [TH16] was pro-
posed recently. This method randomly determines the influence
range of each light source based on Russian roulette [AK90]. Then
light sources are culled using bounding volumes of the above light
ranges without introducing the darkening bias. However, in order
to utilize existing tiled culling techniques which rely on sphere
bounding volumes, this method assumed the radiant intensity of
a light source has a low-frequency directional distribution. There-
fore, VPLs on glossy surfaces (which have high-frequency direc-
tional distributions) could not be culled efficiently.

To render caustics lit by such glossy VPLs (shown in Fig. 1),
this paper presents a stochastic light culling method taking a mi-
crofacet bidirectional reflectance distribution function (BRDF) into
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Figure 2: Rendering pipeline based on tiled deferred shad-
ing [And11, Ste15] for real-time single-bounce indirect illumina-
tion. Our contributions are implemented in orange stages. Each
green box is implemented with a single-pass compute shader.

account. Similar to Dachsbacher and Stamminger [DS06], we use
ellipsoids instead of spheres to bound the light range. This is a sim-
ple extension for light culling, but the difficulty lies in determin-
ing a tighter bounding ellipsoid for physically plausible materials
used in modern computer graphics productions. Dachsbacher and
Stamminger [DS06] introduced a bounding ellipsoid of the isosur-
face of a glossy VPL for the Phong reflection model [Pho75] which
does not satisfy physically based constraints such as the Helmholtz
reciprocity. As an alternative, this paper introduces a bounding el-
lipsoid for the influence range of a VPL reflected from the GGX
microfacet BRDF [WMLT07]. Our bounding ellipsoid is simple,
and easy to calculate without any precomputation. In addition, this
paper also presents an efficient tiled culling implementation for
bounding ellipsoids, which can be faster than rasterization-based
culling techniques [DS06, OP16]. Using our method, we are able
to render single-bounce glossy caustics reflected from GGX micro-
surfaces at real-time frame rates.

Our contributions are as follows.

• The stochastic light culling method is extended to use a
direction-dependent influence range for a glossy VPL (Sec. 3).
• The bounding ellipsoid of the light range is derived analytically

for a VPL reflected from the GGX microfacet BRDF (Sec. 4).
• This paper presents an efficient tiled culling implementation for

bounding ellipsoids (Sec. 5).

Our rendering pipeline is shown in Fig. 2. The above contributions
are implemented in the orange stages of this pipeline.

2. Related Work

Interactive global illumination algorithms were surveyed by
Ritschel et al. [RDGK12]. For a comprehensive survey of VPLs,
we refer the reader to Dachsbacher et al. [DKH∗14]. Here we pay
attention only to the most relevant works.

VPLs are often used for representing indirect illumina-
tion [Kel97]. Single-bounce VPLs lit from point or directional
lights can be generated at real-time frame rates by rendering reflec-
tive shadow maps [DS05]. Visibilities for VPLs can be approxi-
mated using imperfect shadow maps [RGK∗08,REH∗11,BBH13].
To sample important VPLs from the generated VPLs, sophisti-
cated methods such as lightcuts [WFA∗05, DGS12] have been
developed for offline rendering. For real-time rendering, inter-
leaved sampling [WKB∗02, SIMP06] has often been used to

reduce the number of VPLs per pixel. Furthermore, hundreds
or thousands of VPLs were often resampled from a reflective
shadow map according to an image-based probability density
function [DS06, REH∗11]. Since the probability density function
can change dynamically if we take view-dependent importance
into account, this resampling can increase flickering artifacts.
To improve the temporal coherence, various studies have been
conducted [LSK∗07, BBH13, HKL16]. While the original VPL
method is theoretically unbiased, variance is visible as spiky
artifacts especially for glossy materials [KFB10]. These artifacts
can be suppressed by clamping estimated radiance for each VPL,
however darkening bias can be visible if the number of VPLs is
insufficient. To avoid such artifacts, rich-VPLs [SHD15] were de-
veloped primarily for offline rendering. For real-time or interactive
rendering, VPLs were often clustered and then approximated using
a smaller number of virtual lights [PKD12, Tok15, Tok16]. Novák
et al. [NED11] proposed a screen-space bias compensation. In
this paper, we alleviate the above artifacts by generating tens of
thousands of VPLs without resampling. Instead, this paper uses
stochastic light culling to reduce the computational burden.

Light culling is a well-established acceleration technique in re-
cent video games. This technique restricts the light range, and then
performs shading only inside that range. Dachsbacher and Stam-
minger [DS06] rendered glossy caustics by splatting bounding ge-
ometries around VPLs. To create the bounding geometry, they de-
rived a bounding ellipsoid of an isosurface of reflected light for the
Phong reflection model and Lambert reflection model. Nichols and
Wyman [NW10] proposed an adaptive multiresolution approach to
reduce the fill rate of splatting. Tiled culling [OA11, Har12, Ste15]
is a compute-based technique using a depth buffer. In this tech-
nique, lights are binned into 2D screen-space tiles taking the range
of depth in each tile into account. Clustered shading [OBA12]
uses 3D binning (i.e., clustering in the depth axis for each tile)
to improve the culling precision. Donell and Chajdas [OC17] im-
proved this depth clustering using tiled light trees. Generally, these
compute-based culling techniques use bounding spheres. To sup-
port arbitrarily shaped convex bounding volumes, Örtegren and
Persson [OP16] proposed clustered shading using conservative ras-
terization. While light culling improves the performance signifi-
cantly, it was an inconsistent estimator and produced undesirable
darkening bias due to the limited light range. To avoid this bias,
stochastic light culling [TH16] using random light ranges was in-
troduced. Laurent et al. [LDdLRB16] also chose their support func-
tions randomly for splatting. However, these methods assumed
diffuse-to-diffuse indirect illumination. This paper extends stochas-
tic light culling to render glossy caustics reflected from the GGX
microfacet BRDF.

The microfacet BRDF was introduced to computer graphics
by Cook and Torrance [CT82]. Unlike the Phong reflection
model, this BRDF satisfies physically based constraints [Hei14]
using an appropriate masking-shadowing function such as the
Smith model [Smi67]. The GGX normal distribution function
(NDF) [TR75, WMLT07] is nowadays widely used for the mi-
crofacet BRDF in computer graphics productions [Bur12, Lag14].
However, as far as we know, a bounding ellipsoid of an isosurface
of reflected light for the microfacet BRDF has not been presented
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Figure 3: Stochastic light culling avoids darkening bias which oc-
curs far from a VPL.
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Figure 4: Stochastic light culling for glossy VPLs. The influence
range of each VPL is randomly determined based on Russian
roulette according to the BRDF. Then VPLs are culled using bound-
ing ellipsoids of those random ranges before shading.

yet. Therefore, this paper derives the bounding ellipsoid using a
property of the GGX distribution.

3. Stochastic Light Culling for Glossy VPLs

3.1. Stochastic light culling

The stochastic light culling method randomly rejects unimpor-
tant lights by determining their influence ranges based on Russian
roulette. For each light, Russian roulette decides whether to accept
or reject according to a probability proportional to the radiance at
the shading point. For a point light, this radiance is given by

L(ωωωo, l) =
I(ωωωo)

l2 , (1)

where I(ωωωo) is the radiant intensity, and ωωωo ∈S2 and l ∈ [0,∞) are
the direction and distance from the point light to the shading point,
respectively. In this paper, we use the following probability:

p(ωωωo, l) = min
(

I(ωωωo)

δl2 ,1
)
, (2)

where δ ∈ (0,∞) is a user-specified parameter to control variance
(δ = 0.001 is used in this paper). If a point light is accepted, the
radiance L(ωωωo, l) is divided by the probability p(ωωωo, l) as follows:

L(ωωωo, l)≈

{
L(ωωωo,l)
p(ωωωo,l)

(p(ωωωo, l)> ξ)

0 (otherwise)
, (3)

where ξ ∈ [0,1) is a uniform random number. The stochastic light
culling method uses a single random number ξ for each light
source, and all the shading points will use the same ξ for a given
light. The advantage of using a single random number is that we
can bound the influence range for each light which allows us to
utilize existing culling techniques in an unbiased fashion (Fig. 3).

3.2. BRDF-dependent influence range for a VPL

While Tokuyoshi and Harada [TH16] ignored the directionality of
the probability p(ωωωo, l) in order to use bounding spheres and ex-
isting tiled culling methods, this paper takes the directionality into
account for glossy VPLs (as shown in Fig. 4). The radiant intensity
of a VPL is calculated by

I(ωωωo) = Φ f (ωωωi,ωωωo)max(ωωωo ·n,0), (4)

where Φ is the radiant flux of the photon that has arrived at the VPL
location, f (ωωωi,ωωωo) is the BRDF, ωωωi ∈ S2 is the incoming direction
of the photon, and n∈S2 is the geometry normal at the VPL. Thus,
the VPL range shown in Fig. 4 is derived as

lmax(ωωωo) = p−1(ξ) =

√
Φ f (ωωωi,ωωωo)max(ωωωo ·n,0)

δξ
. (5)

This lmax(ωωωo) is an isosurface of the radiance reflected by the
BRDF f (ωωωi,ωωωo). To bound this isosurface, we use an ellipsoid
similar to Dachsbacher and Stamminger [DS06]. Unlike them, we
introduce a bounding ellipsoid for the GGX microfacet BRDF.

4. Bounding Ellipsoid for GGX Reflection

4.1. GGX microfacet BRDF

The microfacet BRDF [CT82] is modeled to represent light reflec-
tion from rough surfaces as follows:

f (ωωωi,ωωωo) =
F(ωωωi ·ωωωh)G2(ωωωi,ωωωo)D(ωωωh ·n)

4|ωωωi ·n||ωωωo ·n|
, (6)

where ωωωh = ωωωi+ωωωo
‖ωωωi+ωωωo‖ is the half vector, F(ωωωi ·ωωωh) ∈ [0,1] is the

Fresnel factor, and D(ωωωh ·n) is the NDF to represent the distribution
of microfacet normals. The GGX NDF [TR75,WMLT07] is a bell-
shaped function defined by

D(cosθm) =
α

2
χ
+(cosθm)

π

(
α2 cos2 θm + sin2

θm

)2 , (7)

where α is the roughness parameter, and χ
+(cosθm) is the Heav-

iside function: 1 if cosθm > 0 and 0 if cosθm ≤ 0. This paper as-
sumes α ∈ (0,1] which is often used in computer graphics pro-
ductions for data compression and ease of artists control. If α ∈
(0,1], the GGX NDF is monotonically decreasing for θm ∈ [0, π

2 ].
G2(ωωωi,ωωωo) ∈ [0,1] is the masking-shadowing function. In this pa-
per, we use the Smith microsurface model [Smi67] whose masking
function is a separable form: G1(ωωωi,ωωωh) = χ

+(ωωωi ·ωωωh)G
dist
1 (ωωωi),

where χ
+(ωωωi · ωωωh) is the binary visibility of frontfacing micro-

facets, and Gdist
1 (ωωωi) is independent from ωωωh. From the constraint

of the visible normal distribution [Hei14], Gdist
1 (ωωωi) is given by

Gdist
1 (ωωωi) =

|ωωωi ·n|∫
S2 D(ωωω ·n)max(ωωωi ·ωωω,0)dωωω

=
2|ωωωi ·n|

|ωωωi ·n|+
√(

1−α2
)
(ωωωi ·n)2 +α2

. (8)

There are several forms of the Smith masking-shadowing function
such as the height-correlated form [Hei14], but any form satisfies
G2(ωωωi,ωωωo)≤ Gdist

1 (ωωωi).
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Figure 5: When outgoing direction ωωωo is on the green spherical
circle centered at ωωωu, the halfvector ωωωh is on the orange spheri-
cal ellipse (a,b) or hyperbola (c). Thus the angular lower bound
between ωωωh and n is obtained from the radius θ of the green circle.

4.2. Our bounding ellipsoid

Since the microfacet BRDF is rather complex, we consider a sim-
pler function equal to or greater than the reflection lobe as follows:

f (ωωωi,ωωωo)max(ωωωo ·n,0)≤
Fmax(ωωωi)Gdist

1 (ωωωi)D(ωωωh ·n)
4|ωωωi ·n|

, (9)

where Fmax(ωωωi) is the maximum Fresnel factor for ωωωi (for the de-
tail, please refer to the supplemental material). In the right side,
the ωωωo-dependent term is only the NDF D(ωωωh ·n). When the out-
going direction ωωωo is on a spherical circle centered at the per-
fect specular reflection direction ωωωu = 2(ωωωi ·n)n−ωωωi with radius
θ = arccos(ωωωo ·ωωωu), ωωωh is on a spherical ellipse with semi-minor
axis θ

2 (Figs. 5a and 5b), or a spherical hyperbola with semi-major
axis θ

2 (Fig. 5c) [JHY∗14]. Therefore, we obtain the following an-
gular lower bound between ωωωh and n:

arccos(ωωωh ·n)≥
θ

2
. (10)

This inequality becomes equal when the outgoing direction ωωωo is
on the great circle passing through the incoming direction ωωωi and
normal n. For α ∈ (0,1], since the GGX NDF is monotonically
decreasing, Eq. (10) yields the following inequality:

D(ωωωh ·n)≤ D
(

cos
θ

2

)
. (11)

Hence, the isosurface of the GGX-based glossy reflection (Eq. (5))
is enclosed by the following surface s(ωωωo):

lmax(ωωωo)≤ s(ωωωo) =

√√√√ΦFmax(ωωωi)Gdist
1 (ωωωi)D

(
cos θ

2

)
4δξ|ωωωi ·n|

= r

√
πD
(

cos
θ

2

)
, (12)

where r =

√
ΦFmax(ωωωi)Gdist

1 (ωωωi)
4πδξ|ωωωi·n| . Surprisingly, this surface s(ωωωo) is

a spheroid as shown in Fig. 6. For the derivation, please refer to
Appendix A. The semiaxes of this spheroid are

(ru,rv,rw) =

(
1+α

2

2α
r,r,r

)
. (13)

ωωωi

n
ωωωu

ωωωo
θ

c

rurv

s(ωωωo) = r
√

πD
(

cos θ

2

)
q

roughness: α

Figure 6: Isosurface of microfacet-based reflection is enclosed by
surface s(ωωωo). This surface is a spheroid for the GGX NDF.
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Figure 7: Ellipsoid-frustum intersection test for tiled culling (a)
can be calculated using a sphere-frustum intersection test in the
stretched space (b). This paper additionally rotates the test space
for optimization (c).

The rotation matrix of this spheroid is

R =
[
ωωωu ωωωw×ωωωu ωωωw

]
, (14)

where ωωωw ∈ S2 is a unit vector orthogonal to ωωωu and n (i.e., ωωωw =
ωωωu×n
‖ωωωu×n‖ for ωωωu 6= n). The center of the spheroid is

c = q+
1−α

2

2α
rωωωu , (15)

where q ∈ R3 is the position of the VPL.

5. Tiled Culling Using Bounding Ellipsoids

Although rasterization-based culling methods [DS06, OP16] sup-
port bounding ellipsoids, this paper extends compute-based tiled
culling to use the ellipsoids. This compute-based culling is less ex-
pensive than those rasterization-based culling methods (as shown
in the experimental results Sec. 7), when stochastic light culling is
combined with interleaved sampling described in Sec. 6 for tens of
thousands of light sources. This extension is mathematically trivial,
but its calculation cost is higher than bounding spheres. Therefore,
this paper introduces an optimization technique.

5.1. Ellipsoid-frustum intersection test

Tiled culling performs a rough intersection test of a bounding vol-
ume and frustum for each tile in view space (Fig. 7a). The view-
space ellipsoid is represented using the rotation matrix Ŕ=VR and
center position ć = Vc+o, where the 3×3 matrix V and o∈R3 are
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Figure 8: Combination of interleaved sampling and stochastic light culling. Pixels are reordered into 8×8 subregions for interleaved sam-
pling of 65536 VPLs. Then, our stochastic light culling is performed for each subregion with a different subset of VPLs (i.e., 1024 VPLs per
subregion). For this algorithm, variance is visible as noise which can be removed using a denoising filter.

the rotation and translation from world space to view space. The
intersection test of this ellipsoid and a frustum can be equivalently
expressed as a sphere-frustum intersection test by stretching the
space using the following transformation matrix:

S = Ŕ


1
ru

0 0
0 1

rv
0

0 0 1
rw

 ŔT. (16)

Using this matrix, each bounding ellipsoid is stretched into a unit
sphere (Fig. 7b). Therefore, by transforming the test space for each
light source, we can reuse existing sphere-based culling methods
with a slight modification for bounding ellipsoids. This paper em-
ploys the Modified HalfZ culling method [Ste15] which uses two
depth clusters and an axis-aligned bounding box (AABB) of a frus-
tum for the rough sphere-frustum intersection test.

5.2. Acceleration by rotating the test space

For code optimization, most existing culling implementations as-
sume the depth plane of the frustum is perpendicular to the z-axis.
However, our stretching transformation violates this assumption.
This increases the code complexity of AABB calculation for the
rough intersection test. In addition, it captures too many false pos-
itives because of the mismatch between the stretched frustum and
AABB (Fig. 7b). To alleviate these problems, this paper addition-
ally rotates the test space using the following rotation matrix:

B =


[

bx
‖bx‖

bz×bx
‖bz×bx‖

bz
‖bz‖

]T
(‖bx‖> ‖by‖)[

by×bz
‖by×bz‖

by
‖by‖

bz
‖bz‖

]T
(otherwise)

, (17)

where bx = S
[
1 0 0

]T, by = S
[
0 1 0

]T, and bz = bx×by.
Rotation matrix B is designed so that the depth plane of the trans-
formed frustum is perpendicular to the z-axis (Fig. 7c). This allows
us to simplify the AABB calculation code and to make a tighter
AABB for the sheared frustum. In this paper, matrix BS and po-
sition BSć are computed and stored into memory for each light
source. Then, the light culling stage loads these BS and BSć for
each ellipsoid-frustum intersection test. The source code of our
culling implementation is described in the supplemental material.

6. Implementation Details

Interleaved sampling. In addition to stochastic light culling,
this paper employs a GPU-friendly interleaved sampling tech-
nique [SIMP06] to reduce the number of VPLs per pixel (Fig. 8).

This technique first deinterleaves pixels in a regular sampling pat-
tern into subregions of the screen. Then, for each subregion, shad-
ing is performed using a different subset of VPLs. For example,
using 8×8 interleaved sampling for 65536 VPLs, the number of
VPLs per subregion is reduced to 1024. In this paper, our stochas-
tic light culling is applied for each subregion. This interleaved sam-
pling technique does not only reduce the shading time, but also the
culling time. We implement this algorithm in a single pass based
on tiled deferred shading [And11]. Although the variance is visible
as noise in the rendered image, this noise is removed using a cross
bilateral filter [PSA∗04, ED04] in postprocessing.

Diffuse VPLs. Although a bounding ellipsoid can also be used
for a diffuse VPL, this shape (derived by Dachsbacher and Stam-
minger [DS06]) is almost a sphere. Therefore, for a diffuse VPL,
we use a bounding sphere whose radius is equal to the longest
semiaxis of the ellipsoid. In this paper, the center and radius

of this sphere are stochastically given by q +
(

1
3

) 3
4
√

Φk
πδξ

n and(
4
27

) 1
4
√

Φk
πδξ

, respectively, where k is the diffuse reflectance.

7. Experimental Results

Here we present single-bounce diffuse-to-diffuse and glossy-to-
diffuse indirect illumination using our method. All images are ren-
dered at 1920×1080 screen resolution on an NVIDIA GeForce
GTX 970 GPU. A VPL is generated from each texel of a reflective
shadow map of 2562 resolution (i.e., 65536 VPLs in total). While
Tokuyoshi and Harada [TH16] generated an imperfect shadow map
for each VPL, this paper omits these shadow maps to quantitatively
evaluate only the sampling efficiency for VPLs. 8×8 interleaved
sampling and cross bilateral filtering of kernel radius 8 are em-
ployed to reduce the number of VPLs per pixel. The tile size is
16×16 pixels for tiled culling. The image quality is evaluated us-
ing the root mean squared error (RMSE) metric.

False positives. Fig. 9 shows the number of glossy VPLs per pixel
and false discovery rate for different scenes. For comparison, this
paper uses two types of bounding spheres. One is a sphere cen-
tered at the VPL position q based on the previous work [TH16]
which uses the maximum of radiant intensity for their error bound-
based radius. For this radius, we use r

α
(which is derived using

the maximum of the NDF instead of the NDF for Eq. (9)). An-
other one is a bounding sphere enclosing our bounding ellipsoid,
given by radius ru and center c. While there are a small number of
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(a) bounding sphere (b) bounding sphere (c) our bounding ellipsoid
centered at the VPL position enclosing our bounding ellipsoid

Museum scene (1.47M triangles)

RMSE: 0.0213

total rendering time: 32.45 ms

207.9 VPLs/pixel
206.1 false positive VPLs/pixel

total rendering time: 21.75 ms

101.8 VPLs/pixel
100.0 false positive VPLs/pixel

total rendering time: 11.19 ms

18.3 VPLs/pixel
16.5 false positive VPLs/pixel

Sibenik scene (555k triangles)

RMSE: 0.0187

total rendering time: 36.14 ms

245.2 VPLs/pixel
241.8 false positive VPLs/pixel

total rendering time: 21.88 ms

124.5 VPLs/pixel
121.1 false positive VPLs/pixel

total rendering time: 9.85 ms

21.4 VPLs/pixel
17.9 false positive VPLs/pixel

Sponza scene (262k triangles)

RMSE: 0.0072

total rendering time: 60.76 ms

449.2 VPLs/pixel
439.6 false positive VPLs/pixel

total rendering time: 39.58 ms

278.0 VPLs/pixel
268.3 false positive VPLs/pixel

total rendering time: 12.42 ms

47.5 VPLs/pixel
37.8 false positive VPLs/pixel

Figure 9: Visualization of the number of glossy VPLs per pixel (brightness, maximum: 256 VPLs) and false discovery rate (spectrum).

(a) bounding sphere (b) bounding sphere (c) our bounding ellipsoid
centered at the VPL position enclosing our bounding ellipsoid

roughness: 0.4

RMSE: 0.0041

total rendering time: 11.30 ms

53.6 VPLs/pixel
48.7 false positive VPLs/pixel

total rendering time: 8.18 ms

24.0 VPLs/pixel
19.1 false positive VPLs/pixel

total rendering time: 7.19 ms

17.5 VPLs/pixel
12.6 false positive VPLs/pixel

roughness: 0.2

RMSE: 0.0099

total rendering time: 18.20 ms

111.3 VPLs/pixel
106.5 false positive VPLs/pixel

total rendering time: 10.06 ms

41.9 VPLs/pixel
37.1 false positive VPLs/pixel

total rendering time: 7.17 ms

17.4 VPLs/pixel
12.7 false positive VPLs/pixel

roughness: 0.1

RMSE: 0.0194

total rendering time: 22.30 ms

153.1 VPLs/pixel
149.7 false positive VPLs/pixel

total rendering time: 13.27 ms

68.2 VPLs/pixel
64.9 false positive VPLs/pixel

total rendering time: 6.63 ms

14.7 VPLs/pixel
11.3 false positive VPLs/pixel

roughness: 0.05

RMSE: 0.0334

total rendering time: 23.31 ms

156.3 VPLs/pixel
154.2 false positive VPLs/pixel

total rendering time: 14.89 ms

82.5 VPLs/pixel
80.5 false positive VPLs/pixel

total rendering time: 6.27 ms

11.4 VPLs/pixel
9.3 false positive VPLs/pixel

Figure 10: Visualization of the number of glossy VPLs per pixel (brightness, maximum: 256 VPLs) and false discovery rate (spectrum) for
different roughness (8.19k triangles).
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Museum Sibenik Sponza
G-buffer 0.986 0.618 0.628
Reflective shadow map 0.610 0.270 0.121
VPL generation & range determination 0.136 0.140 0.140
Culling & shading 7.398 6.960 9.745
Denoising (cross bilateral filter) 1.320 1.328 1.320
Total 10.450 9.176 11.956

Table 1: Computation times for indirect illumination (ms).

true positive VPLs for glossy caustics, sphere-based tiled culling
produces numerous false positives. Using our bounding ellipsoid,
false positives are reduced by over 90% which leads to a significant
performance improvement. Fig. 10 shows false positives for differ-
ent roughnesses. The use of bounding spheres produces more false
positives for smaller roughness, and thus it is inefficient to render
sharp caustics. On the other hand, the use of our bounding ellipsoid
is more effective for smaller roughness.

Computation time. Table 1 shows the computation time for each
pass in our method. Our contribution is VPL generation and range
determination pass and culling and shading pass. These passes are
independent from the triangle count of the scene. The VPL genera-
tion and range determination time is almost constant and negligible
for 65536 VPLs. The main bottleneck is the culling and shading
pass for VPLs. This computation time depends on the distribution
of VPLs.

Culling. Table 2 shows the performance comparison between
splatting [DS06], clustered shading using conservative rasteriza-
tion [OP16], and our tiled culling (described in Sec. 5) for the
combination of interleaved sampling and stochastic light culling.
This table describes only the computation times of the culling and
shading pass for diffuse VPLs only (i.e., bounding spheres) and
glossy VPLs only (i.e., bounding ellipsoids). For a bounding ge-
ometry, 80 triangles are used in splatting, and 20 triangles are used
in clustered shading. For clustered shading, this paper employs 32
depth clusters for each 16×16 pixel tile, and allocates 256MB for
the node buffer of the light list. These parameters were obtained
empirically. In this experiment, our tiled culling implementation is
faster than these rasterization-based culling methods both for dif-
fuse VPLs and glossy VPLs. This is because interleaved sampling
reduces the iteration count of the main loop in compute-based tiled
culling. On the other hand, in rasterization-based culling, inter-
leaved sampling reduces only the pixel shader cost. In addition,
the optimal tile size of clustered shading for the low-resolution
subregion (i.e., 240×135 pixels) is smaller than the tile size for
a high-resolution screen. For such a small tile size (e.g., 16×16
pixels), tiled culling can be more efficient than clustered shading.
Hence, our tiled culling is more suitable to interleaved sampling
than rasterization-based culling for tens of thousands of VPLs.

8. Limitations

Highly specular surfaces. While our method culls VPLs accord-
ing to the contribution of each VPL, the rendering quality is limited

65536 VPLs
RMSE: 0.0632 8.41 ms

1048576 VPLs
RMSE: 0.0608 43.4 ms

Figure 11: Caustics created by highly specular surfaces (rough-
ness: 0.02). A larger number of VPLs has to be generated for
higher-frequency BRDFs to reduce the error.

minimum roughness: 0.05minimum roughness: 0.05

RMSE: 0.0943RMSE: 0.0943 13.2 ms13.2 ms

minimum roughness: 0.005minimum roughness: 0.005

RMSE: 0.1505RMSE: 0.1505 13.4 ms13.4 ms

Figure 12: Our method produces noticeable variance for diffuse-
to-glossy and glossy-to-glossy indirect illumination, especially
when a scene has highly specular BRDFs.

by the density of VPLs before culling, similar to lightcuts. There-
fore, it is necessary to generate more VPLs for higher-frequency
BRDFs (Fig. 11). For such a large number of VPLs, the culling
stage before shading can be a bottleneck. In addition, denoising
postprocessing can blur detailed caustics. Our method cannot ren-
der caustics reflected from perfect specular surfaces (i.e., α = 0).

Glossy-to-glossy interreflections. While this paper improves the
sampling efficiency of glossy VPLs, the BRDF at a shading point is
still ignored for the sampling probability. This limitation can pro-
duce significant variance if the shading point has a highly specular
BRDF (Fig. 12). For diffuse-to-glossy and glossy-to-glossy inter-
reflections, biased approximation methods such as screen-space re-
flection [Sta15] can be used instead of our method for practical use.
Future research would investigate an unbiased culling method tak-
ing glossy-to-glossy interreflections into account.

Anisotropic reflection lobes. Our bounding spheroid is well fitted
on the plane defined by the incoming direction ωωωi and normal n.
On the other hand, it can be loose for the direction ωωωw (which is
orthogonal to that plane) because the reflection lobe of the micro-
facet BRDF model is anisotropic for a grazing incoming direction.
Therefore, there might be room to reduce the semiaxis rw. Further-
more, our bounding spheroid does not take anisotropic NDFs into
account. Although a bounding spheroid can be calculated using the
maximum roughness for an anisotropic NDF, it can produce a loose
bounding volume. Shrinking the bounding ellipsoid according to
this anisotropic reflection is our future work.

9. Conclusion

This paper has presented a real-time unbiased culling method for

glossy caustic paths. We have found
√

D
(

cos θ

2

)
is a spheroid, if
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Diffuse VPLs only:
Splatting [DS06] 17.05 12.96 16.48 53.03 21.42 12.39 7.22
Clustered shading [OP16] 12.69 10.89 12.36 10.81 6.54 13.06 7.19
Our culling & shading 3.75 3.05 3.27 3.83 2.56 3.23 1.98

Glossy VPLs only:
Splatting [DS06] 10.12 8.91 17.67 5.93 58.81 14.68 13.02
Clustered shading [OP16] 5.92 4.99 8.13 3.92 15.66 10.99 5.40
Our culling & shading 3.73 2.87 3.94 2.15 7.28 5.14 2.47

Table 2: Computation times of the culling and shading pass for diffuse VPLs only (upper table) and glossy VPLs only (lower table) (ms).
Each image is indirect illumination after denoising.

D(cosθ) is the GGX distribution. Thanks to this property, the influ-
ence range of a VPL on GGX microsurfaces can now be enclosed
by a spheroid for stochastic light culling. To perform tiled culling
using such bounding ellipsoids, this paper also introduced an effi-
cient implementation. Our implementation outperforms a state-of-
the-art rasterization-based culling technique when combined with
interleaved sampling for tens of thousands of light sources. Us-
ing these techniques, we are able to render dynamic single-bounce
caustics at real-time frame rates for a scene with the GGX mi-
crofacet BRDF. For future work, we would like to further shrink
the bounding volume for anisotropic reflection lobes. In addition,
we would also like to investigate efficient culling techniques for a
larger number of VPLs to render caustics created by more highly
specular surfaces.
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Appendix A: Derivation of Our Bounding Ellipsoid

Since D
(

cos θ

2

)
is an isotropic distribution and r is constant for

s(ωωωo), the surface s(ωωωo) = r
√

πD
(

cos θ

2

)
can be represented us-

ing a 2D Cartesian coordinate system as follows:

u = s(ωωωo)cosθ, (18)

v = s(ωωωo)sinθ. (19)

Eq. (18) is a function of cosθ as follows:

u = r

√
πD
(

cos
θ

2

)
cosθ

=
rαcosθ

α2 cos2 θ

2 + sin2 θ

2

=
2rαcosθ

α2(1+ cosθ)+1− cosθ
. (20)

Thus, cosθ is represented using u as follows:

cosθ =

(
1+α

2
)

u(
1−α2

)
u+2rα

. (21)

Assigning this equation into Eq. (19), we obtain the following equa-
tion:

v2 = (s(ωωωo))
2
(

1− cos2
θ

)
=

u2

cos2 θ
−u2

=


(

1−α
2
)

u+2rα

1+α2

2

−u2

=
4(r−αu)

(
rα

2 +αu
)

(
1+α2

)2 . (22)

Let u = t + 1−α
2

2α
r, then it yields the equation of an ellipse as fol-

lows:

v2 =
4
(

r−α

(
t + 1−α

2

2α
r
))(

rα
2 +α

(
t + 1−α

2

2α
r
))

(
1+α2

)2

= r2− t2(
1+α2

2α

)2

v2

r2 = 1− t2(
1+α2

2α
r
)2

1 =
t2(

1+α2

2α
r
)2 +

v2

r2 . (23)

Since s(ωωωo) is an isotropic function centered at ωωωu (i.e., u-axis), it
is a spheroid in 3D space.
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